
The Least Significant Change (LSC) calculation, as defined in the attached paper, assumes that

measurement errors follow a Gaussian (normal) distribution. This assumption is inherent in the

derivation of the constant factor 2.77, which is used to compute LSC at a 95% confidence level.

Here's a detailed breakdown:

does the LSC calculation assume a Gaussian
distribution and ignore the actual distribution?

1. Gaussian Distribution Assumption

The factor 2.77 is derived from the properties of the normal distribution:

It is the product of the z-score for a 95% confidence interval (1.96) and  (to account

for two independent measurements: baseline and follow-up):

This factor assumes that measurement errors are normally distributed around the true

value .[1] [2]

The paper states:

"The LSC was determined by multiplying the calculated precision error by a factor of

2.77" .

This derivation relies on Gaussian properties without validation of the actual error

distribution.

[1]

2. Ignoring the Actual Distribution

The paper does not evaluate whether the measurement errors (from the IDS-iSYS assay)

truly follow a normal distribution. Key observations:

Precision errors (CV) were calculated empirically from triplicate measurements, but the

LSC formula applies the Gaussian-derived 2.77 universally, regardless of the

underlying data distribution [Table 5].[1]

No statistical tests (e.g., Shapiro-Wilk) are reported to confirm normality of errors. The

analysis focuses solely on precision (CV) without addressing distribution shape

[Section 3].

[1]

For small sample sizes (e.g., the subgroup with 25(OH)D >50 ng/mL, ), the Central

Limit Theorem may not hold, yet the Gaussian-based LSC is still applied [Table 6].[1]



The LSC calculation assumes a Gaussian distribution for measurement errors and ignores the

actual distribution of the data. The factor 2.77 is a theoretical construct based on normal-

distribution properties, applied without empirical validation of normality in the assay data. While

practical for standardizing vitamin D monitoring, this approach may introduce inaccuracies if

errors deviate significantly from normality .

⁂

3. Practical Implications

Validity: The LSC's reliability depends on the Gaussian assumption. If errors are non-normal

(e.g., skewed or heavy-tailed), the 95% confidence guarantee may not hold, leading to

inaccurate detection of "real" changes .[3] [4]

Limitations: The study acknowledges that LSC varies with concentration (e.g., LSC = 11.8

ng/mL at >50 ng/mL), but this stems from precision differences, not distributional

adjustments [Table 6]. The core formula (CV × 2.77) remains unchanged.[1]

Conclusion

[1] [3]
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