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ABSTRACT Vitamin D Deficiency (VDD) is one of the most significant global health problem and there is
a strong demand for the prediction of its severity using non-invasive methods. The primary data containing
serum Vitamin D levels were collected from a total of 3044 college students between 18-21 years of age.
The independent parameters like age, sex, weight, height, body mass index (BMI), waist circumference,
body fat, bone mass, exercise, sunlight exposure, and milk consumption were used for prediction of VDD.
The study aims to compare and evaluate different machine learning models in the prediction of severity
in VDD. The objectives of our approach are to apply various powerful machine learning algorithms in
prediction and evaluate the results with different performance measures like Precision, Recall, F1-measure,
Accuracy, and Area under the curve of receiver operating characteristic (ROC). The McNemar’s test was
conducted to validate the empirical results which is a statistical test. The final objective is to identify the best
machine learning classifier in the prediction of the severity of VDD. The most popular and powerful machine
learning classifiers like K-Nearest Neighbor (KNN), Decision Tree (DT), Random Forest (RF), AdaBoost
(AB), Bagging Classifier (BC), ExtraTrees (ET), Stochastic Gradient Descent (SGD), Gradient Boosting
(GB), Support Vector Machine (SVM), and Multi-Layer Perceptron (MLP) were implemented to predict the
severity of VDD. The final experimentation results showed that the Random Forest Classifier achieves better
accuracy of 96 % and outperforms well on training and testing Vitamin D dataset. The McNemar’s statistical
test results support that the RF classifier outperforms than the other classifiers.

INDEX TERMS Machine learning algorithms, random forest classifier, severity of VDD, vitamin D.

I. INTRODUCTION
Vitamin D is an essential vitamin that has powerful influ-
ence on several parts of the human body. Nearly one billion
people highly suffered from Vitamin D Deficiency across the
globe [1]. Vitamin D Deficiency is associated with several
auto immune disorders like cardiovascular disease, diabetes
mellitus and breast cancer [2]–[4]. Though, the enormous
amount of data is collected every day in the medical field,
processing of the large datasets will be challenging with the
traditional approaches and recent studies proved that apply-
ing machine learning models will yield better results [5].
Machine learning models will be useful in discovering new
patterns of the etiology and thus preventive public health
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measures can be applied effectively [6]. VDD diagnosis by
using machine learning models will prove to be economically
efficient for better treatment.

The traditional severity prediction of VDD have used ques-
tionnaires [7] with statistical models such as Linear Regres-
sion (LR), Multivariable Adaptive regression Spline, Support
Vector Regression (SVR) and support vector regression clas-
sifiers [8] to predict the severity of VDD. In previous studies,
the results were compared between the statistical models and
they have not used the machine learning algorithms for the
severity prediction. The traditional statistical model like LR
is used to predict the severity of VDD but its performance
is deprived due to its predictive performance limit and many
parameters. Currently, the analysis of Vitamin D status is
highly expensive, and it is identified using the biochemi-
cal methods. The research gap identified urges to condense
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TABLE 1. Analysis for Vitamin D deficiency prediction with various features.

the cumbersome analytical procedures in identifying VDD
among the patients. So, for predicting the severity of VDD
among the patients, we have used various machine learning
models. The present study throws light on the way of identi-
fication and categorization of severity of VDD, Insufficiency
and sufficiency.

Machine Learning is one of the fastest emerging recent
technologies which is used in various fields due to its
high performance and ease in applicability. In recent years,
the applications and usage of machine learning in the medical
field is very high. The main objective of machine learning is
to learn from the input data which is usually called training
data and make future predictions with the new data.

The previous studies used only the traditional statistical
models to predict the severity of deficiency in Vitamin D
datasets. The traditional works applied the statistical models
on vitamin datasets with a smaller size [9]. Probably if the
traditional methods applied to larger datasets then there is a
chance of degradation of the performance. To our knowledge,
this is the first study to predict the severity of VDD which
compared it with variousMLmodels. Furthermore, there will
be variation in its etiology of different geographical locations
due to diversified climatic conditions.

The objectives of the current study is to predict the severity
of VDD datasets by using various types of machine learning
models like Linear Regression, k-nearest neighbor, Gaussian
Naïve Bayes, Decision Tree, Random Forest classifier, Multi-
layer Perceptron, AdaBoost Classifier, Stochastic Gradient
Classifier, Boosting Classifier, Linear Discriminant Analysis,
Support Vector Machine, and Gradient Boosting classifier.

Secondly, to compare the results of machine learning models
with various performance measures like Precision, Recall,
F1-measure and ROC curves [10] in predicting Vitamin D
deficiency severity as well as with different error measures,
Cohen’s Kappa and correlation coefficient to identify the best
machine learning classifier in the prediction severity of VDD.

The primary objective of the study is to predict the sever-
ity of VDD using ML classifiers and validate the empirical
results with statistical significance test as well using the error
measures. The final objective is to identify the best ML
classifier in the prediction of severity in VDD.

The presentation of the paper is organized as follows:
related works of this study are presented in Section II. The
Machine Learning Models used in this research work were
described in Section III. The Experimentation and result anal-
ysis are presented in Section IV. Finally, Section V concludes
this article.

II. RELATED WORKS
In this section, we are going to discuss mainly on the pre-
vious works on VDD. The traditional work mostly used
multivariate regressions classifier and least used models are
random forest tree, k-means, support vector regression, and
decision tree. All the previous studies used different types
of parameters to predict vitamin D deficiency. From the
previous study, so far there is no research have been observed
on VDD severity as multiclass classification. In Table 1,
We have presented a survey related to vitamin D deficiency
with parameters, performance & statistical measures. They
have used the Pearson correlation coefficient to predict the
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correlation between the actual and predicted serum values.
Kuwabara et al. [11], used a list of questionnaires to predict
vitamin d deficiency severity. The prediction model was
developed by using logistic regression. They have used sen-
sitivity, specificity and Area Under the curve (AUC) for eval-
uating the model [12]. Gonoodi et al. [9], used decision tree
models to assess the risk factors correlated with Vitamin D
deficiency. They have used accuracy, sensitivity, specificity,
and receiver operating characteristic (ROC) curve. Bjorn
Jensen used serum 25-hydroxy-vitamin D to predict Vitamin
D Deficiency using Univariate regression algorithm [13].
They have used the Pearson correlation coefficient as well
as Cohen’s weighted kappa coefficient to evaluate the model.

Tamune et al. [14], used random forest classifier to
predict the vitamin B deficiency in patients who had psy-
chiatric symptoms and they have used sensitivity, speci-
ficity, and Area Under the curve (AUC) for evaluating the
model. Carlberg et al. [15], claimed the usage of supervised
and unsupervised machine learning algorithms for inferring
VDD. Mainly random forests tree had been used for the clas-
sification of constant data. Random forest classifier includes
the knowledge of the examined biological system [16].

The multivariate and time series analysis was used for
the detection of vitamin D levels in patients [17]. The bio-
chemical parameters such as age, calcium, chlorine, LDL-
cholesterol, HDL-cholesterol [8], BMI, and WC [18] in the
prediction of VDD using statistical models like Random
forests, Support vector regression, linear regression, andMul-
tivariable Adaptive Regression Spline. They have used error
measures like Root Mean Squared Error (RMSE) and the
Mean Absolute Error (MAE) for comparison and there is
a weak correlation between the vitamin D and biochemical
parameters [8]. Also, the authors have compared the corre-
lation of biochemical parameters using a heat map. The pre-
diction model was developed by using multivariable logistic
regression. They have used sensitivity, specificity, and Area
Under the ROC curve for evaluating the model.

In earlier studies there has been many literatures found on
class imbalance [19]. Class imbalance is denoted as one class
is significantly higher than other class. We have used the
imbalanced dataset which the class distribution was shown
in Table 2. If there is a class imbalance, the accuracy of
the classifier decreases. To overcome this problem, we have
used oversampling method called Synthetic Minority Over-
sampling technique (SMOTE) to balance our dataset [20].
Toomuch oversampling results in overfitting problem, so that
we have not applied SMOTE to the test set. The prediction
model was developed by using multivariate logistic regres-
sion [8]. To estimate the best prediction model, statistical
test like McNemar’s test were conducted [21]. This will help
us to validate the empirical results. Cross-validation is one
of the important resampling technique to evaluate the skill
of ML models. It has the parameter k which is used to
split the datasets into groups. In our datasets, we have used
k=10-fold cross-validations which is most reliable to evalu-
ate the models and most of the previous study reported to use

TABLE 2. Vitamin D Deficiency Severity Level in dataset.

10-fold cross-validation [38]. The procedure of the k-Fold
cross validation is to split the datasets into training and testing
datasets into k groups. The ML models are fitted into the
training sets and evaluate it with the testing set to find out
its accuracy of the specific model.

III. METHODOLOGY
A. STUDY POPULATION
For our research work, we have obtained the datasets and the
study protocol was approved by the Institute Ethical Commit-
tee of Bharathidasan Govt. College for Women, Puducherry,
India. A Vitamin D dataset which was collected from a total
of 3044 college students aged between 18-21 years was used
as primary data. In this study, we used 11 input parameters
like Age (18-21), Sex (male/female), Weight (61-91 kgs),
Height (1.48-1.73m), BMI (25.94-34.81 kg/m2), Waist Cir-
cumference (58-92 cm), Body Fat (21.60-41.20 %), Bone
Mass (2.00-3.60), Exercise (yes/no), Sunlight Exposure/Day
(5.0-30 hrs) and Milk Consumption (0-500).

The p-value have computed for the used variables using
one sample T-test and the values are Age (=1.00), Sex
(0.00041), Weight (0.0207), Height (0.0207), BMI (0.0041),
Waist Circumference (0.003), Body Fat (0.0978), Bone
Mass (0.00013), Exercise (=1.00), Sunlight Exposure/Day
(0.0033) and Milk Consumption (0.0418). The p-value less
than 0.05 is statistically significant. TheVitaminD deficiency
severity data consists of four levels which is shown in Table 2.
Level 1 is Sufficiency class which accounts nearly 43.65 %
of the data. Level 2 is Insufficiency class which accounts
nears to 31.43 % of the data. Level 3 is the Deficiency class
which accounts nears to 18.88% of the data. Level 4 is Severe
Deficiency class which accounts nears to 6.01 % of the data.

B. DATA PREPROCESSING
For any research work, data is the main component for anal-
ysis and prediction to meet the demands. Data preprocessing
is the technique that ensures the datasets have all the required
data in an appropriate format without anymissing values [25].
This data preprocessing is achieved through a sequence of
steps to ensure that the datasets are validly shown in Fig. 1.

The steps involved in data preprocessing are the required
libraries should be imported, reading the data, checking for
the null values, categorizing the data, standardize the data
and finally splitting the data. The data will be split into two
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FIGURE 1. Data processing framework for VDD.

phases namely training data and test data. TheMLmodels are
applied to both training and testing data to check the accuracy.
In the process of data cleaning, we concentrated on two issues
one is null values and outliers [25].

The null values are identified with the use of python pre-
processing libraries with a class called imputer. The imputer
parameter handles the null values in the vitamin D datasets.
The typical way to identify the null values is to get the mean
of the appropriate column in the dataset and to replace the
missing data. The next step is to deal with the categorical
data which has text values and it affects the performance of
the classifiers. So, the next step is to encode the categorical
values by using the Label Encoder class in the scikit library.
The feature scaling is the process of applying normalization
to the independent variables within the range of 0 to 1 [26].
The normalization formula is in Equation (1) is shown, where
x is the original value and N is the normalized value [27].

N =
x −min(x)

max(x)−min(x)
(1)

Features plays an important role in machine learning clas-
sification and it will remove the irrelevant features. The
use of feature selection helps in reducing the training time,
decreases overfitting and increases the performance of the
classifier.

We have used the Recursive Feature Elimination (RFE) for
feature selection by using the class sklearn.feature_selection.
RFE [28] and 11 features were extracted. The RFE method
eliminate the least used features in a recursive manner and
the results were presented in the Table 3.

C. MACHINE LEARNING MODEL BUILDING
The main purpose of this study is to detect the deficiency
severity in VDD from different parameters accurately with
the use of best machine learning models.

a) Logistic Regression
Logistic Regression (LR) is a statistical model
that comes under a supervised ML technique

TABLE 3. Feature selection by RFE.

which uses the logistic function to solve multi-
class classification problems. We implemented LR
using the multiclass parameters [29], [30] by using
sklearn.linear_model.LogisticRegression. Let us con-
sider an example x ∈ Rm, then the score represented
using y= MRx+f where matrix V ∈ SC∗M and vector
f ∈ SC are variables learned from the datasets. The
Vitamin D deficiency severity of each class is given
by the sigmoid of each individual class score z(yc =
1) = σ (yc) = σ

(
V T
C x + f

)
. We have used One-vs-rest

classifier for training sets and testing datasets which
trains single classifier for each deficiency severity
class.

b) K-Nearest Neighbor
The K-Nearest Neighbor (KNN) algorithm is a super-
vised machine learning algorithm [31], [32] which
is used for classification and regression problems.
The KNN algorithm looks for close proximity to the
datasets. Initially, it calculate the mathematical values
of the nearest data points and the nearest neighbor con-
tributes more than the distant ones. The test data will be
compared with the data points of the training sets then
it finds the probability of similar data points. The algo-
rithm classifies the output based on the points which
have the highest probability. The irrelevant features
may affect the performance of the KNN, so the relevant
features are considered from the datasets. We have
implemented KNN using import sklearn.neighbors.
KNeighbors Classifier for the experiment.

c) Gaussian Naive Bayes
Gaussian Naïve Bayes is a special type supervised
machine learning classifier used for classification prob-
lem which follows the probabilistic method. We have
implemented GNB using sklearn.naive_bayes import
GaussianNB for the experiment. It follows the pre-
ceding and future probability of the different severity
classes in the vitamin D training and testing dataset
respectively.

p (x = v|Sk) =
1√
2πσ 2

k

e
−

(v−µk )
2

2σ2k (2)

where, S-Different Severity measures; µk− Mean of
the different variables; v- probability distribution;
σ 2
k – Variance of the values.
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d) AdaBoost Classifier
AdaBoosting Classifier is an ensemble machine learn-
ing approach which makes itself a strong learner by
combining the weak learner model. Amachine learning
algorithm will act as a base learner when it accepts
the weights from the training data. We have imple-
mented AdaBoost Classifier by using sklearn.ensemble
import AdaBoostClassifier. Initially, the training set
will be selected randomly, and the model trains it itera-
tively. Themisclassified observations are assigned with
higher weight and it will get a higher probability in the
next process of iteration. This procedure will continue
until the training set data fits in the model without any
fault.

e) Bagging Classifier
A Bagging Classifier (BC) is an ensemble machine
learning classifier which the original dataset is divided
into training and testing data. The existing base clas-
sifiers shall be fitted on the random subsets of the
training data and finally the individual prediction shall
be aggregated to make a final prediction. The Bagging
classifier is implemented by using sklearn.ensemble
import BaggingClassifier.

f) ExtraTrees Classifier
The ExtraTrees Classifier (ET) is an ensemble machine
learning method that uses meta-estimator which fits
into a randomized on a various subset of the train-
ing dataset and the prediction accuracy is enhanced
and the overfitting is controlled [33]. The ExtraTrees
classifier is implemented by using sklearn.ensemble
import ExtraTreesClassifier. By default, the boot-
strap will be set to false to build several trees. The
training datasets will be randomly split into subsets
and the randomness is obtained from the randomly
split subsets and not from the bootstrapping of the
data.

g) Stochastic Gradient Descent
Stochastic Gradient Descent is machine learning algo-
rithm which is used for discriminative study of direct
classifier which uses convex loss function.The advan-
tage of using SGD is to easy implementation and effi-
ciency is improved. The stochastic gradient descent is
implemented using SGD classifier which helps in find-
ing various loss function and penalties. The SGD clas-
sifier is implemented using from sklearn.linear_model
import SGDClassifier.

h) Decision Tree
Decision Tree Classifier is an eminent supervised ML
tool that is used for solving classification problems
and it has a tree-like model or graphs. The DT can
capture the decision-making knowledge from the given
data. We have used DT using sklearn.tree import Deci-
sionTreeClassifier for the experiment. In DT that every
branch indicates the output of the test set and every
leaf node represents the particular label. The classifi-
cation rules are represented by the path from the root

node to the leaf node. For our vitamin D deficiency
severity modeling, each node in the tree predicts the
deficiency severity and each branch indicates the states
of the variable. The Vitamin D dataset has the four
deficiency severity types as the outcome and has many
independent variables, (c,T) = (c1, c2, c3, c4 . . . ,T),
where, T is the deficiency severity variable and the
vector c is comprised of several independent variables
like c1, c2, c3, c4 . . . cn used for classification.

i) Random Forest Classifier
Random forest classifier (RF) as proposed by
Breiman [34], is an ensemble machine learning method
used for solving classification problems. RF consti-
tutes many decision trees randomly from the training
set and then it aggregates the values from different
decision trees and predicts final severity deficiency as
the outcome. The parameters considered for RF are
n_estimators (n=10), criterion, minimum samples split
(split=2) and minimum sample leaf (leaf=1) in the
dataset. The previous studies showed that the RF clas-
sifier outperforms well with the other classifiers [41].
We have used RF using sklearn.ensemble import Ran-
domForestClassifier for the experiment.

j) Multi-Layer Perceptron Classifier
Multi-Layer perceptron (MLP) is a feed-forward arti-
ficial neural network and it is inspired by the biologi-
cal brain, that tries to mathematically express the real
brain that maps the set of inputs to the corresponding
output. The MLP has three layers namely input, hidden
and output layer. It has one input and output layer,
but it has one or more hidden layers. The perceptron
has inputs{x1, x2, x3, . . . xn) and each input has corre-
sponding weights {w1,w2,w3, . . .wn). It has a sum-
mation processor with function (g (x) =

∑n
i=0 wi.x i)

and it has an activation function. It has parameters
like iterations, learning rate, input/output layers, dif-
ferent deficiency severity classes, and activation func-
tion. The training data and labels will be provided to
the classifier for training. We have used MLP using
sklearn.neural_network import MLPClassifier for the
experiment. The MLP models use the log loss function
to predict the accuracy and try to minimize the values
where the good model has a log loss of 0. If the log loss
increases, then there is a divergence in the prediction
with the actual label.

k) Linear Discriminant Analysis
Linear Discriminant Analysis (LDA) is an unsuper-
vised machine learning algorithm used for finding the
linear combinations of the parameter for the multi-
class classification problem [35]. It calculates the dif-
ferences in the mean of different classes (Sufficiency,
Insufficiency, Deficiency and Severe Deficiency) from
Vitamin D dataset. Secondly, it calculates the distance
between the mean and sample of a particular class.
The dimensionality is the third step which increases
and decreases between the class variance. We have
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TABLE 4. Comparison of dataset splits of. Mean, Min, Max, Std Dev for original vs training set vs testing set.

used LDA using sklearn.discriminant_analysisfor our
experiment.

l) Support Vector Machine
Support Vector Machine (SVM) is best known super-
visedmachine learning classifier as proposed by Cortes
&Vapnik [36] used to solve classification and regres-
sion problem The purpose of SVM is to find the
hyperplane with the number of given independent vari-
ables and it distinctly categorizes the data points. The
implementation of SVM is done by using sklearn.svm
import SVC for our experiment. The distance between
the classes should be maximized and we have use
linear SVM. Hyperplane are used to classify the data
points which is considered as decision boundaries. The
points which falling both sides of the hyperplane are
considered as different classes. The hyperplane dimen-
sion will depend on the number of features. The data
points which nearer to the hyperplane are called support
vectors. By using a support vector, the margin of the
classifier is maximized and as well as it changes the
hyperplane position.

m) Gradient Boosting
Gradient Boosting (GB) [37] is an ensemble machine
learning technique that is used to solve classification
and regression problems. It collects the weak points
and ensemble them into strong points.We implemented
GB using sklearn.ensemble import GradientBoosting-
Classifier. GB uses three features like loss function,
weak learner, and additive model. The loss function
is used to measure how the coefficient are fitting with
the training and testing data. The loss function depends
on the problem where classification uses logarithmic
loss and regression uses squared error.GB identifies the

shortcomings by using the high weighted data points
along the loss functions.

IV. EXPERIMENTATION AND RESULTS ANALYSIS
A. EXPERIMENTS
The VDD severity datasets were divided randomly into train-
ing (80 %) and testing (20 %) dataset with the ratio of 4:1.
The different machine learning and statistical prediction algo-
rithms were applied to the training dataset. After training the
models with the training dataset, the trained models were
applied to predict the deficiency severity with the testing
dataset. We have done 10 fold cross-validation experiments
with different samples in training and testing datasets to min-
imize the prejudice related to the randomly separated dataset.
The most significant task is to predict the performance of the
important indicator in the severity levels (1-4). For compar-
ison analysis of our experiment the standard deviation and
mean classification of fifteen estimates were considered for
better prediction [39].

The experiments were set up for the evaluation of the
different ML (KNN, DT, SVM, MLP, GNB, GB, AB, BC,
ET, SGD & RF) classifier over the vitamin D datasets. The
experiments were carried out using python computer pro-
gramming language. We have used scikit-learn library in
python for implementing the machine learning algorithms
which we have used for our research. In Table 4 and Fig. 2,
we have shown the different statistical information like min,
max, mean, and standard deviation of the training and test-
ing dataset. There is a variation in the standard deviation
of all the features in the training and testing datasets and
this variation in both datasets helps us to identify the best
ML models.
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FIGURE 2. Comparison of Dataset Splits of. Mean, Min, Max, Stdev for Original vs Training set vs Testing set.

B. RESULT ANALYSIS
In this section, we discuss about the performance measures,
statistical test and error measures with the comparison of
accuracy of training versus testing datasets and different
error measures for different machine learning models that we
applied in our of Vitamin D dataset [40].

1) PERFORMANCE MEASURES
a: PRECISION
The precision is defined as the actually predicted true positive
values to the overall sum for true predicted positive values and
false positive values.

Precision =
TP

TP+ FP
(3)

where, TP-True Positive; FN-False Positive.

b: RECALL
The recall is defined as the actually predicted true positive
values to the overall sum for true predicted positive values
and false negative values.

Recall =
TP

TP+ FN
(4)

where, TP- True Positive; FN -False Negative.

c: F1-MEASURE
The F1 measure is defined as the harmonic mean of precision
and recall

F1 = 2 ∗
Precision ∗ Recall
Precision+ Recall

(5)

d: ACCURACY

Accuracy =
1
ns

∑ns

i=0
(yi = yx) (6)

where yi -predicted value of ith sample;yx – Corresponding
true value ns – Correct predictions of n samples.

e: RECEIVER OPERATING CURVE (ROC)
ROC curves are used to evaluate the performance of multi-
class classifier problems. The ROC curve has false positive
rate on X-axis and true positive rate on Y-axis. In the ROC
curve topmost left edge of the plot considered to be the ideal
point and the steepness of the curve also very important
since the TPR value should maximize and the FPR should
be minimized. The ROC curve for multiclass (Sufficiency-0,
Insufficiency-1, Deficiency-2 and Severe Deficiency-3) for
all the ML algorithms (KNN, DT, SVM, MLP, GNB, GB,
AB, BC, ET, SGD & RF) as shown in the Fig. 3-15. The
RF and DT classifier achieves the highest performance and
GNB gets the lowest performance. The Random forest ROC
curve achieved the best performance when compared to other
models. The ROC curve of Random forest classifier (98 %)
accurately predicts the vitamin D deficiency severity shown
in Fig. 11. The next to RF is KNN and GB classifier. The
ROC curve of the GNB classifier is very low.

Table 5 and Fig. 16 show precision, recall, and
F1-Measure of multiclass for different ML models. In our
dataset, we have multiclass (Deficiency, Severe, Sufficiency
and Insufficiency). We have used the performance metrics
such as precision, recall, F1-Measure to evaluate the perfor-
mance of different classes in the Vitamin D datasets. The
RF model has the highest precision accuracy of 99 % for all
classes. The LDAmodel has the lowest accuracy of 83%. The
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FIGURE 3. ROC curve of LR.

FIGURE 4. ROC curve of BC.

FIGURE 5. ROC curve of AB.

GNBmodel has the highest precision accuracy of 81% for the
class Deficiency and the LDA model has the lowest accuracy
of 61 %. The KNN, DT, RF, LDA model has the highest
precision accuracy of 96 % for the class Severe Deficiency.

The RF model has the highest recall accuracy of 99 % for
the class Insufficiency and the GNB model has the lowest
accuracy of 65 %. The DT model has the highest recall
accuracy of 96% for the class sufficiency and the GNBmodel
has the lowest accuracy of 49 %. The DT, GB model has the
highest recall accuracy of 96 % for the class Deficiency and
LR.LDA model has the lowest accuracy of 62 %. The KNN,
GNB, DT, RF, GB model has the highest recall accuracy

FIGURE 6. ROC curve of ET.

FIGURE 7. ROC curve of SGD classifier.

FIGURE 8. ROC curve of KNN classifier.

FIGURE 9. ROC curve of GNB.

of 98 % for the class Severe Deficiency and LR, LDA model
has the lowest accuracy.

The RFmodel has the highest F1-measure accuracy of 94%
for the class Insufficiency and the GNB model has the
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FIGURE 10. ROC curve of DT.

FIGURE 11. ROC curve of RF.

FIGURE 12. ROC curve of MLP.

FIGURE 13. ROC curve of GB.

lowest accuracy of 72 %. The RF, GB model has the highest
F1-measure accuracy of 97 % for the class sufficiency and
the GNB model has the lowest accuracy of 63 %. The KNN,
RF model has the highest F1-measure accuracy of 97 %
for the class Deficiency and the GNB model has the lowest
accuracy of 17 %. The KNN, DT, RF model has the highest
F1-measure accuracy of 98 % for the class Severe Deficiency
and LR, GNB model has the lowest accuracy of 13 %.

In Table 6 and Fig. 17, we have shown the classification
accuracy of different models with respective different per-
formance measures. The RF model has the highest precision

FIGURE 14. ROC curve of LDA.

FIGURE 15. ROC curve of SVM.

with overall accuracy of 96 % for the Vitamin D datasets and
LRmodel has the lowest accuracy of 75%. The RFmodel has
the highest recall accuracy of 96 % for the class sufficiency
and the GNBmodel has the lowest accuracy of 45 %. The RF
model has the highest F1-Measure accuracy of 96 % and the
GNB model has the lowest accuracy of 53 %. The KNN, RF,
GB model has the highest ROC accuracy of 97 % and GNB
model has the lowest accuracy of 70 %. When compared to
other ML models RF model achieves the highest accuracy
of 94 % in the vitamin D datasets. The RF does not make
any conventions about the functional attributes of the data
and it need less variables to achieve highest accuracy in the
prediction of severity in VDD.

The comparison of training dataset and test dataset with
different ML models were shown in Table 7 and Fig. 18. The
overall prediction accuracy of training models was ranging
from 45.82 % to 96.40 %. The overall prediction accuracy
of training models was ranging from 43.55 % to 94.89 %.
RF, GB, and KNN perform well on the training and testing
dataset but when comparing the range between the training
and testing RF algorithms outperforms first [41] and the
second, third place goes to GB and KNN.

The Gaussian Naive Bayes algorithms performed very
poorly in both training and test vitamin D dataset. When
comparing the difference between the training and testing
dataset with GNB is good and it fails with the overall accu-
racy. All the other algorithms have the same difference in
both training and testing dataset and some of the algorithms
have high accuracy. We have classified the algorithms into
four categories (Excellent, Good, better, and average) based
upon the performance accuracy with the training and test
dataset. The RF,GB,KNN,ET & SGD (96.4 % to 95.21 %)
are the excellent algorithms and DT,BC,MLP,SVM (92.07 %
to 83.90 % ) are good and LR,LDA (78.48 % to 78.16 %)
are better than GNB and AB (45.82 % to 51.04 %) which
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TABLE 5. PRECISION, RECALL AND F1-Measure l predicted by different ML models under a different classification.

is considered to be the average. The performance accuracy
of training and testing dataset with different ML models as
shown in the Fig. 14.

2) STATISTICAL SIGNIFICANCE TEST
McNemar’s is a paired hypothetical test that is applied to
both training and testing set with respect to different machine

learning models [42]. The RF classifier empirical result
(accuracy=96.40) and p-value (p<0.035) results were vali-
dated with statistical a hypothesis test. Thus, the statistical
test was used to validate the empirical results. The empirical
results and statistical hypothesis test confirm the RF is the
best classifier in the prediction of severity in VDD. The sta-
tistical hypothesis test helps in comparing and choosing the
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TABLE 6. Various Performance measures of different machine learning models.

FIGURE 16. Precision, Recall, and F1-Measure predicted by different ML models under different classification.

best classifiers. It is used to check the statistical validity of the
results obtained from different machine learning models. The
obtained p-value using the hypothetical test can be interpreted
using p>alpha which fails to reject H0 and has no difference.
On the other hand, p<=alpha which rejects H0, that there
is a significant difference. The VDD severity prediction is
found to be statistically different when the p-value is lesser
than 0.05 from the ground truth by using McNemar’s test.
The McNemar’s model finds the errors made by the clas-
sifiers using the continency table which has cell values of
No/Yes and Yes/No. This tests probably check the significant
difference in the counts in these cells. As a conclusion, if the

counts are similar then both classifiers have the same error
with same proportion and in this case the null hypothesis
will not be rejected. Hence, we can classify the output from
this statistical test as classifiers have a similar proportion of
error and different proportion of errors on the test set. We can
classify the output from this statistical test as the cell count
is not in a similar proportion of error then the null hypoth-
esis will be rejected. We have implemented McNemar’s test
using python by mcnemar() Statsmodels function and it takes
contingency table as a parameter which will return the test
statistic and p-value. TheMcNemar’s test statistic and p-value
were shown in Table 8 and the p-value of RF,ET,AB, and GB
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FIGURE 17. Performance measures of different machine learning models.

TABLE 7. Training accuracy and Testing accuracy of different types of
models.

classifiers has different proportions of errors (reject H0) and
other classifiers yield same proportions of errors (fail to reject
H0). In table 8, p-value and T-statistic values of McNemar’s
test were presented to examine the performance of Random
Forest classifier is statistically different from other classifiers.

3) CORRELATION AND ERROR MEASURES
In this section correlation and error measures are discussed
with various machine learning classifier and it has been
shown in Table 9 and Fig. 19.

a: MATHEWS’ CORRELATION COEFFICIENT (MCC)
The Mathew correlation coefficient will be used as a mea-
sure of predicting the quality of a multiclass classifica-
tion [8], [43].

MCC =
TP ∗ TN − FP ∗ FN

√
(TP+ FP)(TP+ FN )(TN + FP)(TN + FN )

(7)

FIGURE 18. Training accuracy and Test accuracy of different types of
models.

From Eqn.4 we have calculated the MCC which is an impor-
tant aspect to measure the quality in prediction for multi-class
problems. It takes the true positive and true negative and
positive values into the account and themeasure is suitable for
multiclass problems even the datasets are in different sizes.
The correlation coefficient of target and prediction values lies
between the −1 to +1 where +1 denotes a good prediction
and −1 denotes inverse prediction and 0 denotes the random
average prediction. In Table 9, MCC shown for the different
models, the overall MCC values lie between 0.40 to 0.94 for
all our used machine learning models. The MCC values of
RF models have obtained 0.94 which is near to +1 it has the
highest correlation between the predicted and target and GNB
models gain the least MCC as 0.40.

b: HAMMING LOSS
We have calculated the HL which is an important aspect to
calculate the loss generated during the prediction of correct
labels in a multi-class problem.

LHamming(y,x) =
1

nlabels

∑nlables−1

j=0
1 ∗ (yj 6= xj) (8)

where, xj -predicted value of jth label; yj-corresponding true
value; nlabels-no. of classes.
The HL values lies between the 0 to 1 where lesser the

value denotes a good classifier and the value greater denotes
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TABLE 8. Statistical significance test using McNemar’s test.

the worst classifier. In Table 9, HL shown for the different
models, the overall HL values lies between 0.03 to 0.54 for
all our used machine learning models. TheMCC values of RF
models has obtained 0.03 which has the highest HL between
the predicted and target and GNB models has 0.54 the worst
HL values.

c: MAE
It signifies the distinction between the trained dataset and the
predicted values of the trained dataset that is separated from
the mean difference over the dataset [8]. It can also be called
mean of absolute error.

MAE =
1
n

∑n

k=1
|yi − xi| (9)

where, yi = Predicted value from testing dataset; xi=Original
value from the training dataset.

In Table 9, MAE shown for the different models, the over-
all MAE values lies between 0.04 to 1.07 for all our used
machine learning models. The MAE values of RF models
have obtained 0.04 which is lesser it has the best MAE
between the predicted and target and GNB models gain the
highest MAE as 1.07.

d: MSE
It signifies the distinction between the trained dataset and
the predicted values of the trained dataset that is separated
from the squared the mean difference over the dataset. The
smaller value ofMSEwill considered to be the best and raises
the sensitivity of the model. So, in our estimation, we have
smaller values for all the models except the GNB (1.59 %)
and LR (0.79 %) and we conclude that all the other models
are high in sensitivity.

MSE =
1
n

∑n

k=1
|yi − xi|2 (10)

where, |yi − xi|2 – Squares of the error; yi = Predicted value
from testing dataset; xi = Original value from the training
dataset.

In Table 9, MSE shown for the different models, the over-
all MSE values lies between 0.04 to 2.54 for all our used
machine learning models. The MSE values of RF models
have obtained 0.04 which is lesser which indicates the best
MSE between the predicted and target and GNBmodels gains
the highest MSE as 2.54.

e: RMSE
It signifies the actual error rate by the square root of
RMSE [9]. Here smaller value of MSE is considered to be
the best and raises the sensitivity of the model. So, in our
estimation we have smaller values for all the models except
the GNB (1.59 %) and LR (0.79 %) and we conclude that all
the other models are high in sensitivity.

RMSE =

√
1
n

∑n

k=1
(yi − xi)2 (11)

where n= number of predictions.
yi = Predicted value from testing dataset; I = Original

value from the training dataset.
In Table 9, RMSE shown for the different models, the over-

all RMSE values lie between 0.21 to 1.59 for all our used
machine learning models. The RMSE values of RF models
have obtained 0.21 which is lesser it has the best RMSE
between the predicted and target and GNB models gain the
highest RMSE as 1.59.

f: R2

It signifies (Coefficient of determination) that how good the
coefficient is actually fit with the training dataset values. It
ranges from 0 to 1 and if the values are higher, then it is the
best model. If the R2

R2 = 1−

∑(
yi − ŷ

)2∑
(yi − yŕ)2

(12)

where ŷ – predicted value; ȳ – Mean Values.
In Table 9, R2 shown for the different models, the overall

R2 values lie between -2.11 to 0.94 for all our used machine
learning models. The R2 values of RF models have obtained
0.94 which is lesser it has the best R2 between the predicted
and target and GNB models gain the highest negative value
R2 as −2.11.

g: MSLR
It signifies the ratio log between the actual and predicted
values.

MSLR = log((yi + 1)/(x i + 1)) (13)

yi = Predicted value from testing dataset; xi = Original
value from the training dataset.

In Table 9, MSLR shown for the different models, the over-
all MSLR values lie between 0 to 0.22 for all our used
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TABLE 9. Correlation and error measures of different ml algorithms.

FIGURE 19. Correlation and Error Measures of different ML algorithms.

machine learning models. The MSLR values of KNN, RF,
MLP, and GB models have obtained 0 which is lesser MSLR
to the predicted and target and GNB models gain the highest
MSLR as 0.22.

If RMSE≥MAE, the values of RMSE will be greater than
MAE as shown in the table and if the errors are on the same
scale then RMSE=MAE. (i.e. RMSE will be equal to MAE).
The only disadvantage of MAE over RMSE is that it takes
only the absolute value.

h: COHEN’s KAPPA (CK)
Cohen’s kappa is a statistical measure used to calculate
the inter-annotator agreement for the multi-classification

problem [13]. It is calculated by

Ck = (
p0−pe
1− pe

) (14)

where p0 is called as the empirical probability ratio to the
sample and pe denotes the expected value which is cal-
culated using for each annotator empirical preceding over
the output labels. The Cohen’s kappa results were given in
the Table 9 for all the classifiers. The values lies between
0 to 1. If the values lies 0 or less than 0 then the classifier
performance is poor. The classifier RF obtained the value
0.94 closer to 1, so it practically perfect than the other
classifier.
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FIGURE 20. Correlation between different variables in the datasets.

In Fig. 20, the correlation between the variables using the
heat map is presented. Correlation matrix which gives the
correlation between the two parameters of the given dataset.
In exploratory data analysis, the heat map is an important part
of checking correlations. The purpose of the heat map is to
decide which parameters influence the output variable and it
also used to visualize the correlation matrices. From the heat
map the Parameters Like BMI, Waist Circumference, Body
Fat, Bone Mass, Exercise and Sunlight Exposure. From the
Fig. 20, it is noted that there is a strong correlation between
the BMI to body fat and weak correlation between age,
height. The heat map values lie between+1 to−1, where the
positive measure indicates positive correlation and negative
measure indicates a negative correlation. The data points
closer to +1 will have stronger linear association whereas
values closer to 0 will have a weaker linear association.

V. CONCLUSION
The main objective of this study is to identify the best
machine learning model in the prediction of VDD severity.
The prediction accuracy was calculated and compared with
the training and testing set. For this study, we have used
11 machine learning models and performance measures like
precision, recall, F1-measure, and accuracy. We have used
11 parameters in the severity prediction and RFE [28] tech-
nique is used for feature selection. McNemar’s statistical
significance test is used to validate the empirical results. From
McNemar’s test, it is undoubtedly RF scores high in predic-
tion when compared to different models and the Pearson’s
correlation coefficient and error measures result concluded
the same.

The machine learning methods could be used as a substi-
tute for the efficient prediction of severity of VDD with high

accuracy. The results of this research work proved that the
machine learning models especially the random forest classi-
fier accurately predict the severity of Vitamin D deficiency.
In particular, the Random forest classifier achieved the high-
est accuracy (96%) and outperforms well than other clas-
sifiers. This machine learning classifier will have a greater
opportunity in the real-world medical domain which would
assist experts to efficiently identify the severity of VDD.
The major advantage of this study is that it has explored a
new approach for the prediction of VDD severity using the
Random Forest model and it has evaluated the results of the
machine learning models using various performance mea-
sures accurately among the adolescents. So, the study claims
that the Random forest model can be used to predict the
severity of VDD with high accuracy than the other models.
The future direction of our research is to validate the model
with a different type of Vitamin D datasets of all age groups.
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